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Useful Info
• 56 hours course (28 teaching, 28 laboratory)

• 4 credits

• Topics

• Scene Recognition and Understanding

• Object Recognition and Categorization 

• Action Recognition and Understanding

• Life Long Learning of Concepts



Useful Info
• web-page course:http://www.idiap.ch/ftp/

courses/EE-700/CogVisCogSys.html

• how to reach me/Marco: email 
({bcaputo,mfornoni}@idiap.ch)

• Exam:

• Report on laboratory experiences, with discussion

• Oral presentation of research paper

• Date: ?????



•Exam: Report on laboratory experiences

• For each topic, there will be a corresponding laboratory 
experience

• It will consist of replicating the experiments of a seminal 
paper in the field, on the same data presented in the paper 
and on different data collections (mandatory)

• For the mandatory part of the work, we provide software and 
data, you develop the tools for the analysis of the 
experimental results



• Exam: Report on laboratory experiences

• Optional: more exciting, research-like stuff (will require some coding)

• Once all the experiences are done, you write a report with one 
chapter for each experience, and you send it to bcaputo@idiap.ch

• Minimum for passing the exam: all experiences done and well 
reported, plus at least for one experience some optional work done

• No special requirements on length, template, etc

• To be submitted at the very latest 15 days before the day of the 
exam!!



• Exam: Oral Presentation of Research Paper

• For each topic, I will present the most recent trends in the research 
field, i.e. papers presented during the last 6-9 months at the top 
conferences in the field (acceptance rate 40-20%)

• Between the papers presented in this lecture, you pick one by 
sending me an email (first come, first serve)

• The day of the exam you make a 30m presentation of the paper, 
putting it into the context of what was discussed during lectures

• Exam consists of: (1) doing lab experiences and reporting on them 
(2) discussion of the lab experience report (3) 30m presentation of 
paper chosen by you



Scene Recognition
(continued)



Some useful thoughts
• We easily (= quickly) 

distinguish between 
indoor and outdoor 
scenes



Some useful thoughts
• We are able to identify 

easily (= quickly) few 
landmark objects in a 
scene



Some useful thoughts
• We expect to find 

some objects only 
in certain parts of 
the scene



Human visual perception 
• What do we remember and what do we forget 

when we recall a scene?

•  WE DO REMEMBER: the gist of a scene, 4-5- 
landmark objects and their spatial configuration

• WE DO NOT REMEMBER: all the objects in the 
scene, mid- to fine details

J. M. Wolfe. Visual memory: what do you know about what you saw? 
Current Biology, 1998, 8: R303-R304



Computer Vision
• Most of work on outdoor place recognition, only 

recently (2009) first attempts on indoor place 
recognition

• Gist of a scene = holistic representation

• Applications: image retrieval, context priming

A. Oliva, A. Torralba. Modeling the shape of the scene: a holistic 
representation of the spatial envelope. International Journal of 

Computer Vision, 42(3), 145-175, 2001



Towards indoor scene recognition
A.Quattoni, A. Torralba. Recognizing indoor scenes. Proc 

International Conference on Computer Vision and Pattern 
Recognition, 2009

• Contribution I: experimental evaluation of several methods for 
outdoor recognition on Lazebnik et al 2006 database, outlining 
current limitations

• Contribution 2: a database of 67 indoor categories, publicly available

• Contribution 3: a new computational model for tackling the indoor 
scene recognition problem



But are 67 scenes enough?
J. Xiao, J. Hays, K. Ehinger, A. Oliva, A. Torralba. SUN database: large 

scale scene recognition from Abbey to Zoo. Proc International 
Conference on Computer Vision and Pattern Recognition, 2010

• Contribution I: the largest existing database of visual scenes 

• Contribution 2: annotation at the level of scenes and objects

• Contribution 3: baseline given in terms of algorithmic and human 
performance























Scene Recognition --the 
Robot’s Perspective



What do you see?



What do you see?



Some useful thoughts
• The embodiment (= where the camera is 

positioned) and the perceptual capabilities (= type of 
camera) determines what the robot sees of a scene



Some useful thoughts
• The robot does not know what is informative and 

what is not, therefore it acquires everything



Why it is useful?
• Build a multi-layer representation of space and use it 

to navigate/interact in it



Step 1: place recognition
Place Recognition System [A. Pronobis, et al. IROS’06]

Fully supervised, appearance-based system capable of recognizing a indoor 
environment on the based of their visual appearance. We used global and local 
features as input of an SVM.

• Learning (Training)

• Recognition
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Place Recognition System 

• Feature Extraction

• CRFH: High Dimensional Composed Receptive Receptive 
Field Histogram [Linde and Lindeberg, ICPR’04]

• SIFT [Lowe, ICCV’99]

• Classifier: Support Vector Machines

• Good generalization properties



Place Recognition System 

• Feature Extraction

• CRFH: High Dimensional Composed Receptive Receptive 
Field Histogram [Linde and Lindeberg, ICPR’04]



Place Recognition System 

• Feature Extraction

• SIFT [Lowe, ICCV’99]



Place Recognition System 

• Classifier: Support Vector Machines



Results



Results



15 min break!



A. Pronobis, O. Martinez-Monoz, B. Caputo, P. Jensfelt. Multi-modal 
semantic place classification. IJRR, 29 (2-3): 298-320, 2010. 



































D. Filliat. A visual bag of words method for interactive qualitative 
localization and mapping. Proc ICRA 2007.



























Minnie

L. Jie, A. Pronobis, B. Caputo, P. Jensfelt. Incremental learning for 
place recognition in dynamic environments. Proc IROS 2007.



Minnie



SVM Incremental Learning Extensions

• Fixed-partition technique [Syed. et al.  IJCAI’99]
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• Error-driven technique [Domeniconi et al.  ICDM’01]

• Memory-controlled Incremental SVM [Pronobis & 
Caputo, ICVW06]
 



Memory-controlled Incremental SVM [Pronobis&Caputo, ICVW06]

• SVM Reduction Algorithm [Downs.  et al. JMLR’02] 

Discover the linear relationship between support vectors 
and discard those support vectors which are linearly 
dependent.

             n-r kernel evaluation and support vectors to store
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• SVM Reduction Algorithm [Downs.  et al. JMLR’02]

• Incremental Extension
Combine the reduction algorithm with the incremental 
techniques, and apply the reduction scheme at each 
incremental step.  

Memory-controlled Incremental SVM [Pronobis&Caputo, ICVW06]

Knowledge Model

TrainingTraining TrainingTraining Training



The IDOL Database
 Available at http://cogvis.nada.kth.se/IDOL

Printer area

Corridor

Corridor

Kitchen

Two-persons 
office

One-person 
office

Window

Window

Window

N

Window

The database contains 24 image sequences acquired 
using two robot platforms under three different 
illumination conditions (sunny, cloudy and night), 
across a span time of six months.  The acquisition was 
performed at an indoor laboratory environment, 
consisting of five rooms with different functionality. 

One-person office Corridor Two-persons office Kitchen Printer Area



 Environment Variations Captured in IDOL
illumination furniture objects people decoration

......



Scenario 1 : Results A
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Fixed−partition Memory−controlled(99%) Error−driven
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Open Problem: memory is not guaranteed to be bounded!
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(Partial) Solution: check linear independence 
before updating the solution [Orabona et al, BMVC07]

! " # $ % &! &" &# &$
$'

(!

('

%!

%'

)!

)'

*+,-.-./01234

5
6,
7
7
-8
-9
,
2-
:
.
0;
,
23
0<
=
>

0

0

00?-@3A!4,+2-2-:.

00B3C:+D!9:.2+:663A

00EF1GBH0!I!J!&

00EF1GBH0!I!J!&(

00EF1GBH0!I!J!"'

! " # $ % &! &" &# &$
!

&!!

"!!

'!!

#!!

(!!

$!!

)!!

%!!

*!!

+,-././012345
6
7
8
9
4
,1
:
;1
2
7
5
5
:
,3
1<
4
=
3:
,>

1

1

11?.@4A!5-,3.3.:/

11B48:,C!=:/3,:DD4A

11EF2<BG1!H!I!&

11EF2<BG1!H!I!&)

11EF2<BG1!H!I!"(



15 min break!



F. Orabona,  C. Castellini, B. Caputo, J. Luo, G. Sandini. 
Online incremental support vector machines for place 

recognition.  Proc BMVC 2007.

• Follows the L. Jie et al IROS 2007, and focuses on how to 
bound the memory growth without any compromise on 
performance

• Contribution: online SVM with bounded memory growth in 
the test model























What about recognizing Places?



What about recognizing Places?



Place Recognition: Office Scenes



Place Recognition: Office Scenes





Text



Place Recognition: Office Scenes

M. Ullah, A. Pronobis, B. Caputo, J. Luo, O. Jensfelt, H. Christensen. 
Towards robust place classification for robot localization. Proc 

International Conference on Robots and Automation, 2008



Place Recognition: Office Scenes



Place Recognition: Home Scenes

J. Wu,  H. Christensen, J. Rehg. Visual place categorization: problem, 
dataset, and algorithm. Proc IROS2009



Place Recognition: Home Scenes



Place Recognition: Home Scenes



Place Recognition: Home Scenes



• Census transform compares the intensity value of a 
pixel with its eight neighboring pixels

• If the center pixel is >= one of its neighbors, a bit 1 
is set in the corresponding location/0 otherwise

• Bit representation then converted to an integer 
[0.255]



Place Recognition: Home Scenes



Take Home Message

• Robots need semantic visual information to 
describe where they are 

• Most of images acquired in a room by a robot are 
non informative --this makes the problem harder 

• preliminary attempts to build place recognition 
systems seem to work fine; place categorization 
much more challenging 



that’s all folks!


