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Object Recognition --the 
computer vision way 

(slides credit: Fei Fei Li, Rob Fergus and Antonio Torralba, 2007)

































































15 min break!



Bag-of-Words models























































































15 min break!



Object Recognition --the 
importance of multiple cues 



Which features should I use?
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Which features should I use?



Which features should I use?

• One should try to chose the features depending on the 
problem at hand

• When dealing with a multi-class categorization 
problem, not obvious what to chose --combine many!





B. W. Mel. SEEMORE: combining color, shape and texture 
histogramming in a neurally inspired approach to visual object 

recognition. Neural Computation, 9, 777-804 (1997)

• Contribution 1:first example of multi cue object 
recognition system

• Contribution II: biologically motivated low-level 
integration scheme



• 100 objects

• training: 12 to 36 
views at different 
viewpoints and scales



• test to various forms of degradations: 
scrambling, occlusion, coloring



features



five different groups of 
features, combined 
together in a single 

feature representation



results



M. E. Nilsback, B. Caputo.Cue Integration through discriminative 
accumulation. Proc CVPR 2004.

• Contribution 1: cast the cue integration problem 
within a discriminative framework

• Contribution II: one of the first examples of 
high-level integration applied to the object 
recognition problem

• Contribution III: one of the first examples of 
high-level integration using SVM

















P. Gehler, S. Nowozin. On feature combination for multiclass object 
classification. Proc ICCV 2009.

• Contribution 1: cast the cue integration problem 
within the Multi Kernel Learning (MKL) framework

• Contribution II: thorough evaluation of MKL 
algorithms, definition of competitive baselines

• Contribution III: boosting-based high-level cue 
integration scheme



Formal definition:



Kernel function between image features:

Kernel response of the m-th feature:

Kernel selection = feature selection



Baseline Method 1:  Averaging Kernels

Baseline Method 1I:  Product Kernels



Multiple Kernel Learning: joint optimization over a linear 
combination of kernels and SVM parameters

The final decision function of MKL is



Boosting approaches: LPBoost

If one considers

Then MKL can be seen as

first train the individual SVMs, 
then do boosting to find the betas!

Two possible variations: 
a single beta for all classes, or each class a specific beta



Summary of algorithms



Results: Oxford Flowers Database
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Results: Caltech 101 Database
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Results: Caltech 101 Database



Wrapping up

• Always Always Always use multiple cues!

• No-brainer cue integration method: kernel averaging

• More sophisticated things: high-level schemes most 
probably give better results, but the computational cost 
considerably higher --is it worth it?


