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Useful Info
• 56 hours course (28 teaching, 28 laboratory)

• 4 credits

• Topics

• Scene Recognition and Understanding

• Object Recognition and Categorization 

• Action Recognition and Understanding

• Life Long Learning of Concepts



Useful Info
• web-page course:http://www.idiap.ch/ftp/

courses/EE-700/CogVisCogSys.html

• how to reach me/Marco: email 
({bcaputo,mfornoni}@idiap.ch)

• Exam:

• Report on laboratory experiences, with discussion

• Oral presentation of research paper

• Date: ?????



•Exam: Report on laboratory experiences

• For each topic, there will be a corresponding laboratory 
experience

• It will consist of replicating the experiments of a seminal 
paper in the field, on the same data presented in the paper 
and on different data collections (mandatory)

• For the mandatory part of the work, we provide software and 
data, you develop the tools for the analysis of the 
experimental results



• Exam: Report on laboratory experiences

• Optional: more exciting, research-like stuff (will require some coding)

• Once all the experiences are done, you write a report with one 
chapter for each experience, and you send it to bcaputo@idiap.ch

• Minimum for passing the exam: all experiences done and well 
reported, plus at least for one experience some optional work done

• No special requirements on length, template, etc

• To be submitted at the very latest 15 days before the day of the 
exam!!



• Exam: Oral Presentation of Research Paper

• For each topic, I will present the most recent trends in the research 
field, i.e. papers presented during the last 6-9 months at the top 
conferences in the field (acceptance rate 40-20%)

• Between the papers presented in this lecture, you pick one by 
sending me an email (first come, first serve)

• The day of the exam you make a 30m presentation of the paper, 
putting it into the context of what was discussed during lectures

• Exam consists of: (1) doing lab experiences and reporting on them 
(2) discussion of the lab experience report (3) 30m presentation of 
paper chosen by you



Basic Definitions

• Computer Vision: the science and technology of 
machines that see [...] concerned with the theory for 
building artificial systems that obtain information from 
images (video sequences, views from multiple cameras, 
multi-dimensional data from a medical scanner)                     
source: wikipedia



..that obtain information from images..
• Place Recognition



..that obtain information from images..
• Scene Understanding



..that obtain information from images..

• Object Recognition



..that obtain information from images..

• Object Categorization



..that obtain information from images..
• Action Recognition



Basic Definitions

• Cognitive Systems: systems that have cognitive 
functions normally associated with people or animals and 
which exhibit a high degree of robustness in coping with 
unpredictable situations [...] act purposefully and 
autonomously towards achieving goals



..act purposefully towards a goal..

• Go to the 
kitchen



..act purposefully towards a goal..

• Find the cereal box in the living room



..act purposefully towards a goal..

• Find my cup



..act purposefully towards a goal..
• Where is the cup?



the key link

• Place Recognition

• Scene Understanding

• Object Recognition

• Object 
Categorization

• Object Localization

• Go to the kitchen

• Find the cereal box 
in the living room

• Find my cup

• Find a cup

• where is my cup?



Robots....



Robot Vision



Robot Vision



Robot Vision vs Cognitive Vision

• robot vision needs: 3D description of 
objects, compact representation of 
places, fast localization of objects in 
scenes

• cognitive vision needs: scene 
understanding in space and time, 
continuous learning of object 
categories, attention mechanism for 
scene interpretation



Wrapping Up

• Our Working Definition of Cognitive Vision: 
theory and algorithms for building autonomous artificial 
systems that are able to obtain information from, and to 
understand, visual data in space and time (video 
sequences, views from multiple cameras) 



Some Reading
• Unifying perspectives in computational and robot vision. D. 

Kragic, V. Kyrki, Lecture Notes in Electrical Engineering, 
Springer

• How the body shapes the way we think. R. Pfeifer, J. C. 
Bongard. MIT Press, 2007.

• Active vision.  A. Blake, A. Yuille. MIT Press, 1992

• Dynamic vision for perception and control of motion. E. D. 
Dickmanns, Springer, 2007.



15 min break!



Scene Recognition



What do you see?



What do you see?



Some useful thoughts
• We easily (= quickly) 

distinguish between 
indoor and outdoor 
scenes



Some useful thoughts
• We are able to identify 

easily (= quickly) few 
landmark objects in a 
scene



Some useful thoughts
• We expect to find 

some objects only 
in certain parts of 
the scene



Human visual perception 
• What do we remember and what do we forget 

when we recall a scene?

•  WE DO REMEMBER: the gist of a scene, 4-5- 
landmark objects and their spatial configuration

• WE DO NOT REMEMBER: all the objects in the 
scene, mid- to fine details

J. M. Wolfe. Visual memory: what do you know about what you saw? 
Current Biology, 1998, 8: R303-R304



Computer Vision
• Most of work on outdoor place recognition, only 

recently (2009) attention shifted on indoor place 
recognition

• Gist of a scene = holistic representation

• Applications: image retrieval, context priming

A. Oliva, A. Torralba. Modeling the shape of the scene: a holistic 
representation of the spatial envelope. International Journal of 

Computer Vision, 42(3), 145-175, 2001



Holistic Scene Recognition
• Key idea: to represent the dominant spatial structure 

of a scene with a global low dimension representation



Holistic Scene Recognition
• Key idea: to represent the dominant spatial structure 

of a scene with a global low dimension representation

Computationally, it 
translates into using 
spectral and coarsely 
localized information



Holistic Scene Recognition
• Concretely: look at a scene as an individual object, 

with a unitary shape

Scenes belonging to the same category share a similar, stable spatial 
structure that can be extracted with an intermediate, 

global representation



Holistic Scene Recognition
• Spatial envelope: a composite set of boundaries -like 

walls, sections, ground, elevation -that define the shape of a 
scene. It is represented by the relationship between the 
outlines of the surfaces and their properties including the 
inner textured pattern generated by windows, trees, cars, etc.



• Five spatial envelope properties: 

• Degree of Naturalness: scenes having a distribution of edges biased 
toward vertical and horizontal orientations would have a low degree of 
naturalness, and vice-versa

• Degree of Openness: the existence of a horizon line and the lack of 
visual references confer to the scene a high degree of openness

• Degree of Roughness: it is correlated with the fractal dimension of the 
scene and thus its complexity

• Degree of Expansion: the convergence of parallel lines gives the 
perception of the depth gradient of the space

• Degree of Ruggedness: it refers to deviation of the ground w.r.t the 
horizon --mostly natural











Are these measures useful for scene recognition?



Confusion matrix
experiments done using K-NN as classifier



Confusion matrix 
experiments done using K-NN as classifier



Take Home Message

• you can recognize an outdoor scene with very simple 
global features 

• frequency-based features seem to work very well

• adding spatial information seems to increase the 
effectiveness of the description



What happened next?

• Holistic Representation = Global Feature 
Representation

• Put some locality into the features/somewhere in the 
overall algorithm to preserve some spatial information

• Focus on the classification component



L. Fei Fei &P. Perona. A Bayesian Hierarchical Model for 
Learning Natural Scene Categories. Proc CVPR 2005.

• Follow the idea of using feature representations before 
classifying scenes

• Oliva and Torralba needed to annotate manually the 
holistic properties --expensive!

• Contribution: automatic learning of relevant 
intermediate representations of scenes, using only the 
category label attached to the scene.



• Contribution: automatic learning 
of relevant intermediate 
representations of scenes, 
using only the category label 
attached to the scene.

• Further Contribution: database 
of 13 scene categories



The overall approach:



Parenthesis: what is a codebook 
representation?







Results: training 100 images per class, testing 50 images per class. 
Performance: 64%



S. Lazebnik, C. Schmid, J. Ponce. Beyond Bags of 
Features: Spatial Pyramid Matching for Recognizing 

Natural Scene Categories. Proc CVPR 2006.

• Contribution 1: the spatial information is preserved by 
the similarity measure between feature 
representations

• Contribution 2: a discriminative classification scheme 
(SVM).



• At each level, build a codebook and generate 
a histogram representation

• Measure the similarity of each spatial area 
with an intersection measure

• Weighted sum (weights are a normalizing 
factor

Similarity measure: Spatial Pyramid Matching



Similarity measure: Spatial Pyramid Matching



Experiments: The data



Results

• Weak features: Oliva&Torralba-like; 

• Strong features: SIFT

• The database is the Fei-Fei&Perona05, plus two new 
category



Confusion matrix: 
the confusions occur 
between the indoor 

classes!



15 min break!



J. Vogel,  B. Schiele. Semantic Scene modeling and retrieval for 
content-based image retrieval. IJCV, Vol 72 (2), 133-157, 2007.

• Contribution I: definition of local semantic descriptor for scene 
representations --a semantic vocabulary

• Contribution 2:ranking of natural scenes according to semantic 
similarity to chosen scene category 

• Contribution 3: a perceptually plausible similarity measure highly 
correlated to human rankings

(Slides credit B. Schiele)



J. Vogel,  B. Schiele. Semantic Scene modeling and retrieval for 
content-based image retrieval. IJCV, Vol 72 (2), 133-157, 2007.

• Contribution I: definition of local semantic descriptor for scene 
representations --a semantic vocabulary

• Contribution 2:ranking of natural scenes according to semantic 
similarity to chosen scene category 

• Contribution 3: a perceptually plausible similarity measure highly 
correlated to human rankings

(Slides credit B. Schiele)











Wrapping Up 
• Global descriptors combined with  some local information, 

plus your pet learning algorithm will classify decently well 
10-15 natural scenes --you might add few indoor scenes and 
still be fine

• Not clear how this approach would scale to 50-100-more 
scene categories

• Not clear how would it work with only indoor scenes

• Not clear if this approach is transferrable to an autonomous 
system



What about indoor scenes?



What about indoor scenes?

• spatial properties: 

• Degree of Naturalness

• Degree of Openness

• Degree of Roughness

• Degree of Expansion

• Degree of Ruggedness



What about indoor scenes?

• spatial properties: 

• Degree of Naturalness

• Degree of Openness

• Degree of Roughness

• Degree of Expansion

• Degree of Ruggedness



What about indoor scenes?
• The properties of the spatial envelope defined in 

Oliva&Torralba do not seem to make much sense for 
indoor scenes

• Indoor environments are usually images at a much 
closer distance than outdoor scenes, therefore they 
presents a much higher variability in their visual 
appearance as the imaging viewpoint changes

• For these reasons it is also not obvious that a 
codebook/BOW representation would work



Let’s check this all out computationally
A.Quattoni, A. Torralba. Recognizing indoor scenes. Proc 

International Conference on Computer Vision and Pattern 
Recognition, 2009

• Contribution I: experimental evaluation of several methods for 
outdoor recognition on Lazebnik et al 2006 database, outlining 
current limitations

• Contribution 2: a database of 67 indoor categories, publicly available

• Contribution 3: a new computational model for tackling the indoor 
scene recognition problem



Contribution I: a proof-of-concept experiment



Contribution II: a new dataset



Contribution II: a new dataset



Contribution III: 
A New Computational Approach



Indoor Place Recognition

• Each scene class described by a set of prototypes

• Each scene prototype is defined by a set of Region of 
Interests (ROI) and their loose relative position. ROIs 
represented via BOWs

• The ROI may or may not correspond to a specific 
object

• ROIs, the relative positions and the prototypes are 
learned in a supervised fashion during training



Indoor Place Recognition



Indoor Place Recognition



Take home Message

• You can represent and recognize well outdoor 
scene images with a global description 

• The same approach fails for indoor scene images

• Adding object description seem to help but not so 
much



How about using only objects?
Li-Jia Li, Hao Su, Eric P. Xing, Li Fei Fei. Object Bank: a high-level 
image representation for scene classification and semantic feature 

sparsification. Proc NIPS, 2010

• Contribution I: an image representation based on the scale invariant 
response map  of a large number of pre-trained object detectors

• Contribution 2: state of the art results on ISR dataset



• Step1 apply object detectors to an input image at different scales 



• Step2 for each object at each scale, use a three-level spatial pyramid 
representation of the resulting object filter map



• Step3 compute the maximum response for each object in each 
grid. It results in a feature vector of length #_of_objects. Their 
concatenation is the object bank 



• Outperforms Gist, gist+ROI 



what does it measure, really?



what does it measure, really?



still, it seems to 
provide 

complementary 
information wrt 

global descriptors



Scene Recognition
(to be continued....)


