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Abstract. In this paper, we present a novel image representation that renders it possible to access natural scenes
by local semantic description. Our work is motivated by the continuing effort in content-based image retrieval to
extract and to model the semantic content of images. The basic idea of the semantic modeling is to classify local
image regions into semantic concept classes such as water, rocks, or foliage. Images are represented through the
frequency of occurrence of these local concepts. Through extensive experiments, we demonstrate that the image
representation is well suited for modeling the semantic content of heterogenous scene categories, and thus for
categorization and retrieval.

The image representation also allows us to rank natural scenes according to their semantic similarity relative to
certain scene categories. Based on human ranking data, we learn a perceptually plausible distance measure that
leads to a high correlation between the human and the automatically obtained typicality ranking. This result is
especially valuable for content-based image retrieval where the goal is to present retrieval results in descending
semantic similarity from the query.

Keywords: semantic scene understanding, content-based image retrieval, scene clasification, human scene pre-
ception, perceptually based techniques, computer vision

1. Introduction

Semantic understanding of scenes remains an impor-
tant research challenge for the image and video retrieval
community. Some even argue that there is an “urgent
need” to gain access to the content of still images (Sebe
et al., 2003). The reason is that techniques for orga-
nizing, indexing and retrieving digital image data are
lagging behind the exponential growth of the amount
of this data. The semantic gap between the image un-
derstanding of the user and the image representation
of the computer still hampers fast progress in mod-
eling high-level semantic content for image browsing

and retrieval. Particularly, early retrieval systems have
been based on the extraction of only low-level, often
global pictorial features (for overviews see (Eakins and
Graham, 1999; Rui et al., 1999; Smeulders et al., 2000;
Veltkamp and Tanase, 2001)). Also in the early work
on scene classification, semantics are often only found
in the definition of the scene classes, e.g. indoor vs.
outdoor, or waterfalls vs. mountains (Feng et al., 2003;
Lipson et al., 1997; Maron and Ratan, 1998; Szummer
and Picard, 1998; Vailaya et al., 2001).

Recently, several systems have been proposed that
address a global as well as local image annotation
(Barnard et al., 2002, 2003; Duygulu et al., 2002;
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Feng et al., 2004; Lavrenko et al., 2003; Oliva and
Torralba, 2001, 2002). In general, these approaches
aim at learning the correspondence between global an-
notations and images or image regions, respectively, a
promising trend in image understanding. Nevertheless,
the fact that global annotations are more general than
pure region naming, and consequently that a semantic
correspondence between keywords and image regions
does not necessarily exist, is often neglected. This is es-
pecially true for the correspondence between category
labels and category members (Li and Wang, 2003).

Oliva et al. (1999) are among the first to bring a truly
semantic component into the field of scene classifica-
tion by proposing to organize images along three se-
mantic axes. The semantic axes have been determined
through psychophysical experiments. Also through a
set of psychophysical experiments, Mojsilovic et al.
(2004) obtain 20 semantic categories relevant for hu-
mans as well as verbal descriptions of these cate-
gories. These are extracted automatically and used
for retrieval. Serrano et al. (2004) employ seman-
tic features in addition to low-level features in order
to increase indoor-outdoor classification performance.
Boutell et al. (2004) propose a framework for describ-
ing natural scenes by multiple labels. The rationale is
that most real-world categories are often not mutually
exclusive, a point also being stressed in Section 4 of this
paper. An additional way to access semantic image in-
formation is to automatically attach a set of manually
selected, semantically meaningful labels to local im-
age regions that can be searched for in a subsequent
retrieval step (Kumar and Hebert, 2003; Minka and
Picard, 1997; Picard and Minka, 1995; Town and Sin-
clair, 2000). However, the region labels are usually not
combined to a global image representation that can be
employed in content-based image retrieval.

In this paper, we propose a novel image represen-
tation that allows access to natural scenes by local se-
mantic image description. Local regions descriptions
are combined to a global image representation that can
be used for scene categorization, retrieval, and ranking.
In particular, we argue that hard-decision categoriza-
tion is semantically not wise since most scenes consist
of too complex semantic content for unambiguous cate-
gorization. Instead, scenes should be ranked according
to their semantic similarity or typicality. This is es-
pecially true for content-based image retrieval where
images are usually ranked according to their relevance
for the query. We show that our semantic image rep-
resentation renders it possible to rank nature scenes in

a semantically meaningful way. In particular, the auto-
matically obtained ranking correlates well with human
rankings of the same scenes.

1.1. Ingredients to a Semantic Image Representation

Review of the relevant literature in the field of con-
tent-based image retrieval, image understanding, scene
classification, and human visual perception suggest a
set of requirements for a successful semantic image
representation that are described in the following. The
envisioned image representation shall be:

Semantic. The reduction of the semantic gap between
the image representation of the human and the im-
age representation of the machine is of prime impor-
tance. The ultimate goal is an image representation
that is more intuitive for the user.

Descriptive. Image description is a highly intuitive
means of communications for humans. Therefore,
the goal is a vocabulary-supported access to im-
ages that replaces the common query-by-example
paradigm with a query-by-keyword paradigm.

Region-Based. Natural scenes contain a large amount
o semantic detail that can only be modeled by a
region-based approach. This entails that the features
are extracted from local image regions, and that the
images are semantically annotated on a region level
to supply the descriptive vocabulary for querying.

Segmentation-Free. Image segmentation algorithms
such as the mean-shift algorithm (Comaniciu and
Meer, 2002) or the NCuts algorithm (Shi and Malik,
1997) still lead to undesirable over- and underseg-
mentation of semantically contiguous regions. For
that reason, in this paper, automatic image segmen-
tation will be avoided and be substituted by a regular
subdivision of the images.

Global from Local. In addition to the local image de-
scription, the goal is a global image representation
based on local information. This global represen-
tation allows for a global, semantic comparison of
scenes.

Inspired by Human Perception. The result of any im-
age retrieval or image description system will be pre-
sented to a human user. It is therefore important to
guide system design through knowledge about the
human perception of natural scenes.

Evaluated Quantitatively. The proposed image rep-
resentation has to be evaluated quantitatively, espe-
cially with respect to its semantic representativeness.
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On the one hand, this refers to the evaluation con-
cerning human perception as mentioned before. On
the other hand, the goal is to assess the seman-
tic applicability, the robustness, the strengths, and
the weaknesses of the image representation through
clearly defined and quantifiable tasks.

The last requirement is closely connected with the
question of whether to employ supervised or unsuper-
vised learning methods. The drawback of unsupervised
or semi-supervised methods is that the extraction of
semantics can be incidental. Also, the annotation ac-
curacies are undesirably low as in approaches model-
ing word-region co-occurrences (Barnard et al., 2003;
Lavrenko et al., 2003; Feng et al., 2004). For these rea-
sons, this paper focuses on supervised learning meth-
ods and good image modeling performance in order to
evaluate the proposed representation thoroughly. Cer-
tainly, the long term goal is to extent the supervised ap-
proach through semi-supervised or unsupervised learn-
ing methods.

The paper is organized as follows. In the following
section, we propose an image representation, the se-
mantic modeling, that addresses the above mentioned
requirements. The semantic modeling is based on the
extraction of local semantic concepts.The concept clas-
sifiers are introduced and discussed in Section 3. One
field of application for the semantic modeling is scene
categorization. In Section 4, several categorization ap-
proaches are compared and tested. The categorization
results are analyzed with respect to their semantic ap-
plicability. Section 5 reveals that a semantic typicality
ranking is preferable to a hard-decision categorization
and that the proposed image representation is suitable
for obtaining a semantically meaningful scene order-
ing. Section 6 summarizes the main results of a psy-
chophysical study on the human ranking of our scenes.
Using the human typicality rankings for evaluation pur-
poses, we show in Section 7 that the automatic ranking
based on the semantic modeling correlates well with the
human ranking. In addition, we propose a psychophys-
ically plausible distance measure that increases the cor-
relation with the human data by another 15% relative
to the correlation obtained with the Euclidean distance.

2. Semantic Modeling

As argued above, we aim for a region-based, that is
local, semantic image description. For that reason, the
image analysis proceeds in two stages. In thefirst stage,

local image regions are classified by concept classi-
fiers into semantic concept classes. In order not to be
dependent on the largely varying quality of an auto-
matic segmentation, the local image regions are ex-
tracted on a regular grid of 10 × 10 regions. Influ-
enced by the psychophysical studies of Mojsilovic et
al. (2004) and through the analysis of the semantic sim-
ilarities and dissimilarities of the employed images,
nine local semantic concept si , i = 1 . . . M, M = 9
were determined as being discriminant for the de-
sired retrieval tasks. These local semantic concepts are
s = [sky, water, grass, trunks, foliage, field, rocks,
flowers, sand]. With these nine semantic concepts, the
database images can be annotated to 99.5%. On aver-
age only half an image region per image can not be as-
signed to one of the nine concept classes thus indirectly
validating the choice of the local semantic concepts.
Figure 1 depicts on the right an exemplary annotation of
an image with the concepts sky, water, rocks and sand.
Note that image regions that contain two semantic con-
cepts in about equal amounts have been doubly anno-
tated with both concepts. In Section 3, the concept an-
notation and classification is discussed in more detail.

In the second stage, the region-wise information of
the concept classifiers is combined to a global image
representation. For each local semantic concept, its fre-
quency of occurrence is determined. This information
enables us to make a global statement about the amount
of a particular concept being present in the image,
e.g. “This image contains 9% sand.” In addition, the
local image information is summarized in a semantics-
based feature vector. The so-called concept-occurrence
vector (COV) is essentially a normalized histogram of
the concept occurrences in an image (see Fig. 1). The
strength of the image representation using COVs is
that these can also be computed on several overlap-
ping or non-overlapping image regions thus increasing
their descriptive content. This allows us to model in-
formation about which concepts appear at the top or
bottom of an image. We obtain a semi-local, spatial
image representation by computing and concatenating
the COVs of r = [1, 2, 3, 5, 10] horizontally-layered
image regions resulting in a feature vector of length
N (r ) = [9, 18, 27, 45, 90]. When using r = 2 image
areas (top-bottom), the COV of the image in Fig. 1 is
COV = [44.5, 0, 0, 0, 0, 0, 5.5, 0, 0, 3, 23.5, 0, 0, 0,

0, 14.5, 0, 9]T .
The advantages of the semantic modeling are mani-

fold. Only through the use of named concept classes in
thefirst stage of the retrieval system, the semantic detail
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Figure 1. Image representation through semantic modeling.

of nature images can effectively be modeled and be
used for description. In addition, the semantic content
of the local image regions is far less complex than that
of full images making the acquisition of ground-truth
required for training and testing much easier. Since the
local semantic concepts corresponds to “real-world”
concepts, the method can also be used for descriptive
image search. However, in the following, we will only
relate to the global image representation through se-
mantic modeling.

2.1. Selection of Scene Categories

The selection of semantic scene categories for the cat-
egorization and ranking experiments has been strongly
influenced by work in psychophysics. In psychophy-
sics, a hierarchical structure from very general to spe-
cific, e.g. animal, mammal, dog, German shepherd, has
been suggested as a particularly important way of or-
ganizing objects or scenes. The most important level
of such a taxonomy of categories is the basic level. It
has been found through psychophysical experiments
(especially Rosch (1978) and Rosch et al. (1976)) that
the basic level, a middle level of specificity, is the most
natural, preferred level when for example naming par-
ticular objects. Also, basic-level categories are easier
and faster to learn.

Tversky and Hemenway were the first to con-
struct a taxonomy of abstract categories such as

environments or scenes (Tversky and Hemenway,
1983). Through psychophysical experiments, they re-
ported in their seminal work indoors and outdoors

to be superordinate-level categories, with the out-

doors category being composed of the basic-level cat-
egories city, park, beach and mountains, and the in-

doors category being composed of restaurant, store,
street and home. The psychophysical experiments of
Rogowitz et al. (1997) revealed two main axes in which
humans sort photographic images: human vs. non-
human and natural vs. artificial. Note here the differ-
ent impact of employing categories that require a clear
decision for one of the categories and axes that con-
nect categories but allow a—in this case semantic—
transition between two or more categories. These se-
mantic axes were further extended in Mojsilovic et al.
(2004) and resulted in the 20 mentioned scene cate-
gories.

We selected the non-human/natural coordinate as su-
perordinate for our experiments. In addition, the natu-
ral, basic-level categories of Tversky and Hemenway
(1983) and the natural scene categories of Mojsilovic
et al. (2004) were combined and extended to the cate-
gories coasts, rivers/lakes, forests, plains, moun-
tains and sky/clouds. A sample of images for each
category can be seen in Fig. 2. The three columns
of images on the left correspond to typical examples
for each category illustrating the diversity of those
categories. The right column of Fig. 2 shows images
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Figure 2. Exemplary images of each category. Three columns on the left: typical images. Rightmost column: less typical image.

which are far less typical but which are—arguably—
still part of the respective category. Obviously, those
examples are more difficult to classify and literally cor-
respond to borderline cases.

3. Concept Classifiers

The purpose of the concept classifiers is the seman-
tic classification of local image regions. The image
regions are extracted on a regular grid of 10 × 10
regions with size 48 × 72 or 72 × 48 pixels (see
Fig. 1). 700 images of nature scenes, that is 70’000 local
image regions (700 images * 100 regions), have been
annotated with the nine semantic concepts sky, water,
grass, trunks, foliage, field, rocks, flowers and sand.
The visual diversity of the resulting concept classes
is illustrated in Fig. 3. Sky is clearly not always just
blue, but also overcast or partly cloudy, or foliage in-
cludes leaves at many scales and in many seasonal color

ranges. The figure illustrates that, without any context,
some of the displayed image regions are very hard to
classify even for humans.

In order to be robust to “unclean” image regions
that are due to the fixed grid segmentation, e.g. water-
regions with a tiny bit of sand, regions containing
up to 25% of a different concept were accepted both
as training and testing data. Image regions that con-
tain two semantic concepts in about equal amounts
have been doubly annotated with both concepts. These
regions are not used for training or testing of the
concept classifiers. As a result, 60’718 singly an-
notated image regions are available for training and
testing of the concept classifiers. However, for the
categorization and ranking experiments in the fol-
lowing sections, all unseen image regions are classi-
fied with the trained concept classifiers. The expec-
tation is that doubly annotated image regions are as-
signed to either of the two classes which is equally
good.
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Figure 3. Semantic concept classes.

Since not all concepts are present in all images, the
class sizes vary from 1’625 up to 15’296 image regions
thus posing quite a challenge for the training of the
concept classifiers (see Table 1). Sky appears in nearly
every image whereas e.g. sand is only present in certain
coasts or plains scenes.

3.1. Features

The development of the concept classifiers was not the
main focus of this work. The goal is rather to evaluate
the strength of the image representation based on se-
mantic modeling. Nevertheless, several standard low-

Table 1. Sizes of concept classes.

Concept class # image regions

sky 25.2% 15,296
water 12.0% 7,293
grass 5.8% 3,503
trunks 2.7% 1,625
foliage 22.5% 13,709
fields 6.9% 4,188
rocks 18.6% 11,310
flowers 3.4% 2,049
sand 2.9% 1,745
OVERALL 100% 60,718

level color and texture features have been tested and
evaluated. The features and the feature parameters such
as the number of histogram bins have been determined
in extensive pre-tests and are not further discussed here.
For more details, please refer to Vogel (2004).

The best concept classification results have been ob-
tained with the concatenation of a 84-bin linear HSI
color histogram (hue: 36 bins, saturation: 32 bins, in-
tensity: 16 bins), a 72-bin edge direction histogram, and
the 24 features of the gray-level co-occurrence matrix
(32 gray levels): contrast, energy, entropy, homogene-
ity, inverse difference moment and correlation for the
displacements −→1, 0, −→1, 1, −→0, 1 and −−→−1, 1 (Jain et al.,
1995). During concatenation, each histogram has first
been normalized such that the feature types have about
equal weights.

3.2. Classifier

The best classification results have been obtained with
a support vector machine (SVM) classifier. For a com-
parison between a k-nearest neighbor classifier and a
SVM classifier also refer to Vogel (2004). For the exper-
iments, the LIBSVM package (Chang and Lin, 2001)
was employed. The package offers an efficient multi-
class support using internally a one-against-one ap-
proach Hsu and Lin (2002). Thus, with M = 9 classes,
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there are M(M−1)
2 = 36 single classifiers. A new data

point is tested by each of the 36 classifiers with the
“winning” class obtaining a vote. The data point is
allocated to the class that has the highest number of
votes.

All experiments have been performed with 10-fold
cross-validation on image level. That is, regions from
the same image are either in the test or in the training set
but never in different sets. This is important since image
regions of a particular semantic concept tend to be more
similar to other (for example neighboring) regions in
the same image than to regions in other images.

3.3. Results and Discussion

The SVM concept classification results in an overall
classification accuracy of 71.7%. Table 2 displays the
corresponding confusion matrix.

The most apparent behavior of the classifier is the
fact that the confusion matrix shows a strong correla-
tion between the class size and the classification result.
Sky, foliage, and rocks are the largest classes (Table 1),
and are classified with the highest class-wise accura-
cies. Sand, trunks, and flowers are the smallest classes,
and also have the smallest classification accuracies. In
addition to the pure dependency on the class size, the
classification confusions show that members of smaller
classes are often confused with the semantically most
similar larger class. That is, grass and flowers are al-
most exclusively confused with foliage but not vice
versa. Similarly, field and sand are frequently confused
with rocks, but also not vice versa.

Table 2. Confusion matrix of the SVM concept classification (C =
128, γ = 0.03125).

Classifications in %
Overall
71.7% s w g t f f r f s

True class
sky 95.3 2.6 0.0 0.0 0.2 0.2 1.3 0.0 0.5
water 11.1 66.1 2.6 0.0 4.7 2.7 11.4 0.1 1.6
grass 0.3 6.1 43.1 0.7 37.5 4.9 5.7 1.2 0.5
trunks 0.6 0.6 0.6 27.5 38.8 3.6 27.8 0.4 0.2
foliage 0.4 1.5 2.4 1.5 81.1 1.0 10.9 1.1 0.0
field 0.6 6.9 6.2 1.3 17.0 37.7 27.6 0.3 2.3
rocks 3.1 5.1 0.3 0.9 13.6 4.2 71.5 0.4 0.9
flowers 0.7 1.2 2.7 1.5 43.9 4.6 2.7 42.3 0.5
sand 10.3 16.1 1.8 0.3 0.9 9.9 30.6 0.0 30.2

Precision 90.9 70.7 62.3 51.6 67.0 54.2 62.2 76.5 55.7

The fact that it is more difficult to classify small
concept classes is also the main argument against us-
ing more semantic concepts. Tests with additional se-
mantic concepts such as snow for snowy mountains,
or mountains for mountains in the far background that
can not be assigned to either rocks or foliage did not re-
sult in higher classification rates. On the contrary, sub-
sequent scene categorizations based on ten or eleven
instead of nine semantic concepts achieved lower ac-
curacy. On the other hand, a reduction of the number
of semantic concepts by not using small classes such
as sand or trunks also resulted in a degraded catego-
rization. These smaller classes provide the necessary
detail information for discriminating between seman-
tically similar categories.

Obviously, the obtainable classification accuracies
depend strongly on the consistency and accuracy of
the manual annotations. Although best care and atten-
tion was directed to that problem, annotation ambigu-
ities are hardly avoidable. For example, the annotation
of rocks and foliage is quite challenging. Imagine an
image with rocky and forested hills in far distance:
is it rather rocks or foliage? For that reason, it is not
surprising that rocks or foliage are confused in both
directions. Another major confusion appears between
trunks and foliage. This results mainly from the fact
that each trunks region contains also a fair amount of
leaves whereas most foliage regions also include some
branches or parts of trunks.

In order to improve the classification rate, a se-
mantic hierarchical classification approach was also
tested. The idea is to subsume all those classes that
are often confused and to train SVM classifiers for
only three or four classes resulting in higher accu-
racies. In a first step, the image regions were clas-
sified into the classes sky, water, plants and ground.
In a second step, the plants-regions were further split
into foliage, trunks, flowers and grass and the ground-
regions into sand, fields and rocks. This two-level
hierarchy did not result in a substantial classifica-
tion improvement, and was for that reason not tested
further.

Another idea often proposed for boosting the clas-
sification accuracy is the use of different or “better”
low-level features. Putting effort into features, feature
selection, and feature combination methods could im-
prove classification. However, a better classification ac-
curacy would not change the main conclusions of the
categorization and ranking tasks, and was thus not the
focus of our research.
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Figure 4. Overview of scene categorization approaches.

4. Scene Categorization

Scene categorization is a special case of image retrieval
where the query corresponds to the scene category
being searched for. Since scenes, that is full images,
contain very complex semantic details, scene catego-
rization is an appropriate task for testing the seman-
tic representativeness of the proposed image represen-
tation. In this section, the task is hard-decision cate-
gorization whereas in the following sections, the goal
is semantic scene ranking evaluated relative to human
ranking data.

In the following, three pairs of conditions for the
categorization task are presented and discussed. The
information flow is summarized in Fig. 4. First, the
semantic modeling is compared to direct feature ex-
traction. As visualized in the lower part of Fig. 4,
the concept-occurrence vectors can be obtained using
annotated image regions as well as classified image
regions. In the second test, the categorization perfor-
mance based on annotated image regions is compared
to the performance based on classified image regions.
The categorization based on annotated image regions

serves as benchmark: Which is the maximum perfor-
mance to expect with the method? Finally, we compare
two approaches to representing categories: a represen-
tative approach using category prototypes and a dis-
criminative approach using Support Vector Machines
(SVMs).

4.1. Representative Approach: Category Prototypes

The relevance of prototypes for categorization has been
discussed in detail in the psychophysics community
(Murphy, 2002). A category prototype is an example
which is most typical for the respective category, even
though the prototype does not necessarily have to be
an existing category member. The prototype theory
claims that humans represent categories by prototypes
and judge the category membership of a new item by
calculating the similarity to that prototype. Rosch and
Mervis (1975) propose that a category prototype is not a
single best example for the category but rather a sum-
mary representation. This summary representation is
a list of weighted attributes through which the cate-
gorymembership can be determined. Thus, important
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attributes that might determine the category member-
ship by themselves have high weights. But having var-
ious less important attributes with lower weights also
renders an item a category member.

The image representation through concept-occur-
rence vectors provides a representation that is very
close to the above mentioned attribute list. Each im-
age is described by the frequency of occurrence of an
semantic concept (see Section 2). It is thus straight-
forward to define the category prototype in the scene
categorization task as the average COV over all mem-
bers of a category.

pc = 1
Nc

Nc∑
j=1

COV( j) (1)

where c refers to one of the six categories and Nc to
the number of images in that category.

Figure 5 displays the category prototypes and the
standard deviations for each category using one im-

Figure 5. Prototypes and standard deviations of the six scene cat-
egories.

age area (for an explanation of the image areas re-
fer to Section 2). The figure reveals which seman-
tic concepts are especially discriminant. For example,
forests are characterized through a large amount of
foliage and trunks. In contrast, mountains can be dif-
ferentiated when a large amount of rocks is detected.
The attributes of the prototype hold the information
about which amount of a certain concept is typically
present in an image of a particular scene category.
For example, a rivers/lakes-image usually does not
contain any sand. Therefore, the sand-attribute of the
rivers/lakes-prototype is close to zero.

The distance of an image to the prototypical repre-
sentation is determined by computing the sum-squared
distance (SSD) between the COV of the image and the
prototype. This corresponds to an unweighted attribute
list. In the next section, when addressing the typicality
of images, we also discuss the introduction of attribute
weights. An image is assigned to the category it has the
smallest distance to.

4.2. Discriminative Approach: Multi-Class SVM

A discriminative and thus very different approach to
scene categorization is the use of SVMs. SVMs have
been widely used in recent years and have been shown
to be capable tools for classification and categorization
(Joachims, 2002; Wang and Zhang, 2001).

For the same reasons as in Section 3, that is the
efficient multi-class implementation, we employ the
LIBSVM package (Chang and Lin, 2001) for the
SVM-based categorization experiments. LIBSVM im-
plements a one-against-one multi-class scheme that re-
sults in 15 two-class SVMs for the six scene categories.
When determining the category of an unseen image, the
COV of the image is tested by each of the 15 classifiers.
Each “winning” category obtains a vote and the image
is assigned to the category with the largest number of
votes.

4.3. Categorization Experiments

The goals of the experiments were to evaluate the
Prototype vs. the SVM approach, to compare the cate-
gorization performance when using annotated vs. clas-
sified image regions, and to determine if the semantic
modeling step is in fact useful. The categorization
performance is primarily evaluated via the overall
categorization accuracy, but also via the confusion
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Figure 6. Categorization rates vs. Image Areas—Based on anno-
tated image regions. The y-axis shows the categorization rate and
the x-axis the number of employed image areas: 1 ↔ global im-
age, 2 ↔ top/bottom, 3 ↔ top/middle/bottom, 5 ↔ top/upper mid-
dle/middle/lower middle/bottom and 10 ↔ ten equally sized rows.

Figure 7. Categorization rates vs. Image Areas—Based on clas-
sified image regions. The y-axis shows the categorization rate and
the x-axis the number of employed image areas: 1 ↔ global im-
age, 2 ↔ top/bottom, 3 ↔ top/middle/bottom, 5 ↔ top/upper mid-
dle/middle/lower middle/bottom and 10 ↔ ten equally sized rows.

matrix and the rank statistics. All experiments are 10-
fold cross-validated. Parameters were selected such
that the performance on average, that is over all 10
cross-validation rounds is maximized. The images for
each cross-validation round were selected randomly

with the constraint that about an equal amount of
images of each category is present in each training
set.

Figures 6 to 8, and Tables 3 to 7 summarize the cat-
egorization results for all experiments. The following
sections discuss those results in detail.

Table 3. Categorization accuracies (in %) based on annotated im-
age regions—SVM Approach, 5 image areas.

(a) Confusion matrix

coa r/l for pla mou s/c

coasts 80.3 14.1 0.7 3.5 0.7 0.7
rivers/lakes 18.0 73.0 3.6 0.9 3.6 0.9
forests 0.0 1.9 95.1 1.9 1.0 0.0
plains 0.8 0.0 0.8 91.6 5.3 1.5
mountains 0.6 2.2 0.6 6.7 89.4 0.6
sky/clouds 0.0 0.0 0.0 5.9 0.0 94.1

(b) Rank statistics

1 2 3 4 5 6

coasts 80.3 97.1 99.3 99.3 100.0 100.0
rivers/lakes 73.0 95.5 96.4 99.1 100.0 100.0
forests 95.1 98.1 99.0 100.0 100.0 100.0
plains 91.6 98.5 98.5 100.0 100.0 100.0
mountains 89.4 98.3 98.9 100.0 100.0 100.0
sky/clouds 94.1 100.0 100.0 100.0 100.0 100.0
OVERALL 86.4 97.7 98.6 99.7 100.0 100.0

Table 4. Categorization accuracies (in %) based on annotated im-
age regions—Prototype Approach, 10 image areas.

(a) Confusion matrix

coa r/l for pla mou s/c

coasts 64.8 14.8 4.2 9.2 6.3 0.7
rivers/lakes 18.9 55.9 10.8 2.7 10.8 0.9
forests 0.0 0.0 96.1 2.9 0.0 1.0
plains 1.5 0.0 4.6 89.3 1.5 3.1
mountains 0.0 2.2 2.8 7.8 85.5 1.7
sky/clouds 0.0 0.0 0.0 5.9 0.0 100.0

(b) Rank statistics

1 2 3 4 5 6

coasts 64.8 90.8 99.3 100.0 100.0 100.0
rivers/lakes 55.9 88.3 98.2 100.0 100.0 100.0
forests 96.1 99.9 99.0 99.0 99.0 100.0
plains 89.3 97.7 98.5 100.0 100.0 100.0
mountains 85.5 93.9 96.6 97.8 100.0 100.0
sky/clouds 100.0 100.0 100.0 100.0 100.0 100.0
OVERALL 79.6 94.1 98.3 99.3 99.9 100.0
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Table 5. Categorization accuracies (in %) based on classified
image regions—SVM Approach, 3 image areas.

(a) Confusion matrix

coa r/l for pla mou s/c

coasts 71.1 12.0 0.7 6.3 9.2 0.7
rivers/lakes 28.8 42.3 6.3 4.5 17.1 0.0
forests 1.0 2.9 89.3 3.9 2.9 0.0
mountains 4.6 0.8 5.3 71.0 17.6 0.8
plains 3.9 3.4 0.0 5.0 86.6 1.1
sky/clouds 8.8 0.0 0.0 0.0 0.0 91.2

(b) Rank statistics

1 2 3 4 5 6

coasts 71.1 87.3 96.5 99.3 100.0 100.0
rivers/lakes 42.3 82.0 93.7 98.2 99.1 100.0
forests 89.3 95.1 96.1 99.0 100.0 100.0
mountains 71.0 87.8 97.7 100.0 100.0 100.0
plains 86.6 95.5 98.9 98.9 100.0 100.0
sky/clouds 91.2 97.1 100.0 100.0 100.0 100.0
OVERALL 74.1 90.3 97.0 99.1 99.9 100.0

Table 6. Categorization accuracies (in %) based on classified
image regions—Prototype Approach, 10 image areas.

(a) Confusion matrix

coa r/l for pla mou s/c

coasts 64.1 12.7 3.5 4.2 13.4 2.1
rivers/lakes 18.0 35.1 10.8 2.7 29.7 3.6
forests 0.0 1.0 94.2 0.0 3.9 1.0
mountains 10.7 0.8 16.0 48.1 22.1 2.3
plains 2.8 1.1 2.8 5.0 87.2 1.1
sky/clouds 2.9 0.0 0.0 0.0 0.0 97.1

(b) Rank statistics

1 2 3 4 5 6

coasts 64.1 88.7 99.3 100.0 100.0 100.0
rivers/lakes 35.1 78.4 96.4 99.1 100.0 100.0
forests 94.2 95.1 97.1 98.0 99.0 100.0
mountains 48.1 64.9 84.0 98.5 100.0 100.0
plains 87.2 91.6 94.4 98.9 100.0 100.0
sky/clouds 97.1 97.1 97.1 100.0 100.0 100.0
OVERALL 68.4 84.7 94.3 99.0 99.9 100.0

4.3.1. Categorization Based on Annotated Image

Regions. The experiments based on annotated image
regions serve as benchmark: assuming that the manual
annotations are consistent, the experiments reveal what
is the best performance of the semantic modeling that
can be expected. The result for 1, 2, 3, 5, and 10 im-

Table 7. Categorization accuracies (in %) without semantic
modeling step—SVM Approach, 10 image areas.

(a) Confusion matrix

coa r/l for pla mou s/c

coasts 54.2 13.4 2.8 12.0 15.5 2.1
rivers/lakes 15.3 45.9 9.0 5.4 22.5 1.8
forests 1.0 4.9 81.6 2.9 9.7 0.0
plains 10.7 1.5 6.9 61.1 18.3 1.5
mountains 6.7 7.8 1.1 8.9 74.3 1.1
sky/clouds 8.8 2.9 0.0 0.0 0.0 88.2

(b) Rank statistics

1 2 3 4 5 6

coasts 54.2 71.8 95.8 98.6 100.0 100.0
rivers/lakes 45.9 74.8 89.2 97.3 100.0 100.0
forests 81.6 86.4 92.2 96.1 100.0 100.0
plains 61.1 86.3 90.8 97.0 99.2 100.0
mountains 74.3 91.1 96.6 99.4 100.0 100.0
sky/clouds 88.2 91.2 94.1 100.0 100.0 100.0
OVERALL 65.0 83.0 93.4 98.0 99.9 100.0

Figure 8. Categorization rates vs. Image Areas—Without seman-
tic modeling step. The y-axis shows the categorization rate and
the x-axis the number of employed image areas: 1 ↔ global im-
age, 2 ↔ top/bottom, 3 ↔ top/middle/bottom, 5 ↔ top/upper mid-
dle/middle/lower middle/bottom and 10 ↔ ten equally sized rows.

age areas is depicted in Fig. 6. The plot suggests quite
clearly that the SVM approach outperforms the Proto-
type approach, and that an increase in the number of
image areas leads to a slight improvement in the case
of the SVM approach and a larger improvement in the
case of the Prototype approach.
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Table 3(a) displays the confusion matrix of the best
SVM categorization. The best SVM performance of
86.4% categorization rate is clearly better than the
best Prototype performance of 79.6% categorization
rate (see confusion matrix in Table 4(a)). Table 3(a)
shows that especially the two categories coasts and
rivers/lakes are frequently confused. Tables 3(b) and
4(b) display the rank statistics of the categorization for
the best SVM and the best Prototype performance. The
rank statistics allows us to analyze how close to each
other the first and the second, third, etc. best candidate
are in the feature space. The large jump from 86.4% to
97.7% in Table 3(b) shows that a large percentage of im-
ages is indeed quite close in the COV space. The same
is true for the Prototype approach as displayed in Table
4(b). The finding suggests that the corresponding im-
ages are also semantically hard to categorize. This is es-
pecially true for the coasts and the rivers/lakes cat-
egory. Visual inspection of the mis-categorized images
shows that those images are hard to categorize
unambiguously even for humans.

4.3.2. Categorization Based on Classified Image

Regions. The next set of tests regard the categoriza-
tion of automatically classified image regions. The im-
age regions were classified as described in Section 3.
As mentioned in the previous section, the concept clas-
sifiers were only trained and tested on singly annotated
image regions. However, for the categorization experi-
ments, all 100 image regions had to be classified. In the
case of doubly annotated image regions, a classification
into either of the two classes is acceptable. The exper-
iments showed that about 65% of the 12.6% doubly
annotated regions were classified into one of the two
classes. This classification rate is thus in the same range
as for the singly annotated regions, and acceptable as
input for the categorization.

Figure 7 displays the categorization results based on
classified image regions. A higher number of image
areas tends to result in a higher categorization rate, al-
though 3, 5, and 10 image areas often perform very sim-
ilarly. As with the annotated image regions, the SVM
approach clearly outperforms the Prototype approach.
The gain in categorization accuracy relative to the Pro-
totype approach is up to 7%. The highest categoriza-
tion rate (74.1%) is obtained with the SVM approach
using 3 image areas. The corresponding confusion ma-
trix and rank statistics are displayed in Table 5. The
best Prototype categorization results in 68.7% catego-

rization accuracy as shown in Table 6. The confusion
matrix and the rank statistics show that also based on
classified image regions the coasts and the rivers/

lakes-category are often confused, and that the per-
formance jump between the first and the second best is
for those two categories among the highest. In addition,
images of the plains-category are often confused with
mountains.

4.3.3. Categorization Without Semantic Modeling.

The final set of experiments was conducted in order to
determine whether the data reduction from low-level
image features to more semantic concept-occurrence
vectors is in fact a wise step or whether it harms the
achieved categorization accuracies. For that reason, the
same low-level feature vectors that have been used for
the concept classification were extracted directly from
the image. The results of these experiments are depicted
in Fig. 8.

Besides the observations that have been made be-
fore (SVM approach better than prototype approach,
and more image areas better tha fewer image areas),
the diagram clearly shows that the categorization with-
out semantic modeling performs worse than with the
use of concept-occurrence vectors. Even the best re-
sult without semantic modeling (65.0% with the SVM
approach, 10 image areas) is below the worst result in
the previous section (70.1%, 1 image area). The con-
fusion matrix and the rank statistics of the best cate-
gorization are printed in Table 7. When not employing
semantic modeling, there are confusions between all
classes. Before, confusions appeared mainly between
semantically similar classes. The performance jump
between the first and the second best is still large, but
does not reach the same level as with the semantic
modeling.

These results clearly show that the semantic mod-
eling step leads to a meaningful image representation.
Although the dimensionality is reduced by a factor of
20, the categorization performance is better by nearly
10% (compare Tables 5 and 7).

4.4. Categorization Experiments—Discussion

One of the goals in the previous section was to evaluate
the performance of the discriminative, that is the SVM
Approach, vs. the representative, or the Prototype Ap-
proach. The experiments give a nearly unanimous an-
swer to that question: The SVM Approach outperforms
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Figure 9. Examples of mis-categorized scenes in each category, “correct” category in parentheses (SVM approach on annotated image regions).

the Prototype approach. Based on annotated image re-
gions, the performance increases by 6.8% when using
SVMs, based on classified image regions, it increases
by 5.4%, and without semantic modeling step even by
10.9% compared to using prototypes.

Furthermore, the results show that the semantic mod-
eling approach leads to higher categorization rates.
The best categorization based on classified image re-
gions has an accuracy of 74.1%, whereas the best cat-

egorization without semantic modeling reaches only
65.0% categorization rate. Thus, besides being a means
to semantically describe natural scenes, and besides
leading to a dimensionality reduction by a factor
of 20, the semantic modeling also achieves higher
categorization rates.

Obviously, the categorization performance based on
classified image regions is lower than the benchmark
based on annotated image regions. A closer analysis of
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the confusion matrix in Table 5 and the confusion ma-
trix of the concept classification in Table 2 shows that
the categorization performance is strongly correlated
with the performance of the concept classifier that is
most discriminant for the particular categories. Three
of the six categories have been categorized with high
accuracy: forests, mountains and sky/clouds. The
main reason is that sky, foliage and rocks have been
classified with high accuracy and thus lead to a good
categorization of forests, mountains and sky/clouds.
Critical for the categorization especially of the category
plains is the classification of fields. Since fields is fre-
quently confused with either foliage or rocks, plains is
sometimes mis-categorized as forests or mountains.
Another semantic concept that is critical for the cat-
egorization is water. If too much water is misclassi-
fied, rivers/lakes images are confused with forests

or mountains depending on the amount of foliage and
rocks in the image. If too much water has incorrectly
been detected in rivers/lakes images, they are con-
fused with coasts.

Experiments using more semantic concepts than
in the current system decrease the categorization
performance. As mentioned in Section 3, the use of
more semantic concepts leads to even smaller classes
and, due to the size of the classes, a low classification
accuracy. A low classification accuracy in turn leads to
a lower categorization accuracy. We experimented with
ten and eleven instead of nine local semantic concepts
and did not observe a categorization improvement.
However, also the decrease to seven or eight semantic
concepts did not improve categorization. The smaller
semantic concept classes are necessary for a final dis-
crimination between visually similar categories such as
sand for the differentiation between rivers/lakes and
coasts.

In addition to the categorization rate, we also ana-
lyzed the rank statistics. With the SVM approach, an
image is allocated to the category with the maximum
number of votes and with the Prototype approach, an
image is allocated to the category with the smallest dis-
tance to the prototype. In Tables 3(b), 5(b), and 7(b), the
categorization rates are displayed when using the best
as well as the second best, third best, etc. for catego-
rization. The result is surprising: When accepting also
the second best for the categorization, the overall cate-
gorization rate jumps on average by 16.8%. When ana-
lyzing the number of votes or distances, respectively, of
the second best vs. the best image, it appears that these

values are actually quite close. Does this mean that the
images are also semantically very close to both, that is
the best and the second best category? Fig. 9 shows for
each category exemplary images where the second best
is actually the “correct” category. The “correct” cate-
gory is written in parentheses. One might argue that
the person that did the annotation of the images did a
good job or not. But the goal is not to model the opin-
ion of one single annotating person. In fact, the images
show that there is sometimes no “correct” or “incorrect”
answer when categorizing images. How much foliage
makes a rivers/lakes-image to a forests-image and
vice versa? How far must a mountain be so that the im-
age moves from the mountains-category to the plains-
category.

The conclusion we draw from these observations is
that pure hard-decision categorization should not be
the goal. Rather, some sort of semantic typicality rank-
ing as discussed in psychophysics (Murphy, 2002) and
aimed for in content-based image retrieval should be
performed.

5. Semantic Typicality Transition Between
Categories

With the goal to obtain a semantic ordering of scenes,
we performed an additional experiment. Using the
Prototype approach with annotated image regions,
three pairs of prototypes were selected: rivers/lakes
and forests, forests and mountains, mountains

and rivers/lakes. The sum-squared distance of
all database images to the selected prototypes was
computed, and those images were chosen that lie in-
side a constrained region between two prototypes. With
the intention to obtain a normalized distance between
two prototypes, the concept-occurrence vector of the
selected images was projected onto the connecting line
between two prototypes. Thus, the normalized distance
relative to prototype 1 is Dprototype1 = d1

d (see Fig. 10).
Using this normalized distance measure, the database
images were sorted semantically “between” two pro-
totypes.

Figures 11 to 13 show the exemplary sorting result
for the three prototype pairs. In each figure, the refer-
ence prototype is on the left and the normalized distance
D is displayed below the images. The figures illustrate
that with the concept-occurrence vectors of the seman-
tic modeling, a semantic ordering of natural scenes can
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Figure 10. Normalized distance computation for scene ordering.

be obtained. From left to right in Fig. 11, the concepts
that are typical for a rivers/lakes, that is mainly wa-
ter, decrease whereas the typical forest items, that is
foliage, greenery, or trunks increase. The same happens
in Fig. 12, where the scenes change from a forests via
forested mountains to rocky mountains. In Fig. 13, the
transition goes back from mountains to rivers/lakes.
Note here the difference in the transition with respect
to Fig. 11. In Fig. 13, the intermediate scenes are water-
scapes with a mountain in the background whereas in
Fig. 11, the border of the lake or river is forest. This il-
lustrates that we are indeed able to separate these scenes
semantically.

Figure 11. Transition from rivers/lakes to forests with normalized typicality value.

Figure 12. Transition from forests to mountain with normalized typicality value.

Figure 13. Transition from mountain to rivers/lakes with normalized typicality value.

6. Human Ranking of Natural Scenes

In general, the sorting of the images in Figures 11 to
13 seems to make sense semantically. But do humans
on average really agree with the ranking? In order to
study the human ranking of nature scenes, two psy-
chophysical experiments were conducted employing a
subset (250 images) of the images used in the previous
sections. The psychophysical experiments were carried
out in collaboration with Dr. Adrian Schwaninger and
Dr. Franziska Hofer from the Visual Cognition Group
at the Psychology Department, University of Zurich,
Zurich, Switzerland.

The goal of the experiments was to gain insights
into the human perception of nature scenes. In the
first experiment, subjects were asked to categorize
the displayed scenes into one of the five scene cat-
egories coasts, rivers/lakes, forests, plains, and
mountains. The experiment thus provided ground-truth
for the succeeding experiments: Each scene was as-
signed to the category the majority of subjects selected.
In the second experiment, a different set of subjects
was asked to rate the typicality of the displayed scenes
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relative to each of the five categories using bar sliders
from 1 (very atypical) to 50 (very typical).

A main finding of the experiments was that par-
ticipants were very consistent in their responses. The
consistency of the typicality judgments can be mea-
sured using the averaged Spearman’s rank correlation
between participants. Since the absolute ranking score
is meaningless for the task, Spearman’s rank correla-
tion has to be employed instead of the correlation co-
efficient (Bortz, 1999). Spearman’s rank correlation is
equivalent to the correlation coefficient when variables
are in ordinal scale as is the case with rank orders. Spe-
cial care has to be taken when ties are present, i.e. when
multiple items in ranking A have the same rank in rank-
ing B, or vice versa. Spearman’s rank correlation with
ties is computed using the following equation (M =
number of data points, d j = rank difference between
the two compared rankings, k(A); k(B) = number of
tied rank groups in ranking A or B, tl = number of ties
in each rank group of ranking A, ul = number of ties
in each rank group of ranking (B):

rs =
2 ·

(
M3−M

12

)
− T − U − ∑M

j=1 d2
j

2 ·
√(
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)
·
(
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12
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)
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In our case, Spearman’s rank correlation of two typ-
icality rankings has been computed for each combina-
tion of two participants and averaged. Table 8 shows
the average inter-rater correlation of the second exper-
iment. The averaged rank correlation between partici-
pants between 0.65 (mountains) and 0.81 (forests) is
very high for these kind of psychophysical experiments
(see e.g. Kline ( 2000)). In addition, all results are sig-
nificant. This indicates that there is a large agreement
between participants concerning the typicality ranking
of the scenes used in the experiment. This result is es-
pecially interesting as the first experiment confirmed
that the database also contains ambiguous images that
cannot be undoubtedly assigned to only one category.
These images are at medium typicality for several cat-
egories and, on average, the subject agreed about their
ratings.

Table 8. Spearman’s rank correlation rs for
evaluating the inter-rater reliabilities in the
typicality rating experiment.

rs

coasts 0.69
rivers/lakes 0.78
forests 0.81
plains 0.68
mountains 0.65

The second experiment provided us with a mean typ-
icality rating between 1 (very atypical) and 50 (very
typical) for each of the 250 images with respect to each
of the five categories. This typicality rating allows us to
rank the scenes in descending typicality relative to each
of the five categories. This information will be used
in the following section to evaluate the automatically
obtained typicality rankings based on semantic model-
ing. For further information concerning the setup, the
evaluation, and the discussion of the psychophysical
experiments please refer to Schwaninger et al.

7. Perceptually Plausible Ranking of Scenes

The topic of this section is the automatic ranking of
natural scenes relative to five of our scene categories
(coasts, rivers/lakes, forests, plains, and moun-

tains). The automatically obtained ranking is com-
pared to human rankings using the results of our psy-
chophysical experiment 2.

A prototype approach is most appropriate when aim-
ing for a similarity ranking. For that reason, we employ
the Prototype approach of Section 4.1 with two differ-
ent distance measures for obtaining a semantic typ-
icality ranking. In the next section, the sum-squared
distance (SSD) is used for ranking scenes. In Section
7.2, a psychophysically plausible distance measure is
learned and analyzed.

7.1. Typicality Ranking using Prototypes and the
SSD

As described in Section 4.1, each scene category
may be represented by the mean over the concept-
occurrence vectors COV of all images belonging to the
respective category. This leads to a prototypical repre-
sentation pc of the scene categories where the seman-
tic concepts si act as attributes and their occurrences
as attribute scores. The typicality of a scene relative to
a category c is computed by the sum-squared distance
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Figure 14. Spearman’s rank correlation: Prototype Approach with sum-squared distance. Black line: Average human inter-rater correlation.

Table 9. Best correlation rs in each category using
the sum-squared distance.

Regions

Annotated Classified

coasts 0.57 0.54
rivers/lakes 0.72 0.66
forests 0.86 0.82
plains 0.32 0.34
mountains 0.77 0.46

(SSD) between the scene representation COV and the
prototype pc of the respective category:

dc
SSD(r ) =

N (r )∑
j=1

(
COV j (r ) − pc

j (r )
)2 (5)

In this equation, r = [1, 2, 3, 5, 10] refers to the
number of image areas and N (r ) = [9, 18, 27, 45, 90]
to the corresponding length of the concept-occurrence
vector (compare Section 2).

In the experiments, ability of the semantic image
retrieval system to rank natural scenes similarly to
humans is evaluated. All experiments have been 5-fold
cross-validated. In each round, 4

5 th of each category
have been used as training set for the computation of
the prototype. The images of the test set were ranked ac-
cording to dc

SSD(r ), and correlated with the correspond-
ing human typicality ranks. The reported Spearman’s

Table 10. Best correlation rs in each category using
the perceptually-plausible distance.

Regions

Annotated Classified

coasts 0.64 0.59
rivers/lakes 0.80 0.75
forests 0.87 0.77
plains 0.72 0.58
mountains 0.74 0.60

rank correlation is the average over cross-validation
rounds.

As before, the tests with the manually annotated
image regions serve as benchmark for the maximum
correlation performance that can be expected with our
computational model. In a second experiment, the cor-
relation performance is determined when using classi-
fied image regions as input. In both cases, the proto-
types are learned based on annotated image regions.

Figure 14 left shows the obtained correlation be-
tween the human typicality ranking and the machine
typicality ranking using annotated image regions. Each
group of bars belongs to the category noted below the
plot. In each category, r = [1, 2, 3, 5, 10] horizontal-
ly-layered image areas have been tested. The black line
with the error bars displays the average inter-individual
rank correlation from the second psychophysical exper-
iment and its standard deviation for each category. The
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Figure 15. Spearman’s rank correlation: Prototype approach with perceptually-plausible distance. Black line: Average human inter-rater
correlation.

results are partially promising. The machine ranking
using prototypes and the SSD performs for forests

and mountains at least as good as the average inter-
individual correlation, and rivers/lakes lies inside
the 1σ -interval. But the ranking of coasts and plains

correlates poorly with that of humans.
The results of the experiment using classified im-

age regions are shown in Fig. 14 right. In addition,
Table 9 displays for each category separately the best
correlation over all image areas for the experiments
with annotated as well with classified image regions.
Although the classification rate of the concept classi-
fier is with 71.7% not extremely high, coasts, forests
and plains seem to be quite stable with respect to the
misclassifications of image regions. The maximum cor-
relation reached in these categories is less than 0.03
below that of the experiment with the annotated im-
age regions. Also the ranking of rivers/lakes looses
only little correlation whereas the ranking of moun-

tains breaks down with a correlation difference of
0.3.

In summary, the performance of the computational
model employing prototypes with SSD is encouraging
but not fantastic. With annotated image regions, we
obtain for rivers/lakes, forests, and mountains a
correlation that is in the same range as the inter-rater
correlation. That means, the system behaves similar to
the average of a group of humans. But with the more

realistic case of classified image regions, most correla-
tions lie quite below the average inter-rater correlations.

7.2. Typicality Ranking using Prototypes and a
Perceptually Plausible Distance Measure

The results of the previous section suggest that the se-
mantic concepts in each category should be weighted
differently. In the previous section, the typicality rank-
ing was performed using SSD as distance measure.
When introducing a set of weights wc(r ) in Eq. (5)

dc
PPD(r ) =

N (r )∑
j=1

wc
j (r )(COV(r ) j − pc(r ) j )2, (6)

then SSD corresponds to the case where the weight
vector is composed of only ones. The weights wc(r )
model in fact the relative importance of the local se-
mantic concepts in each category. In the case of the
SSD, all local semantic concepts in all categories are
given the same weight. This is not necessarily the best
method. Flowers for example are very discriminative
for the plains-category, but hardly appear in any other
category (see Fig. 5). For that reason, the relative impor-
tance of the concept flowers should be increased for the
plains-category and decreased for all other categories.
The goal must thus be to adapt the concept weights
wc(r ) depending on the category.
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The typicality scores of the human participants in
the second psychophysical experiment provide us with
powerful information to learn these concept weights.
For each number of image areas r and each category
c, the weights wc(r ) are optimized through gradient
ascent such that the correlation between the machine
typicality ranking and the average human typicality
ranking in the training set is maximized. This pro-
cedure optimizes the concept weights for maximum
typicality ranking performance. For the optimization,
a constrained minimization problem is solved where
the weights wc(r ) are adapted to find the minimum
of 1 − rs(typhuman, typmachine) under the constraint
that the weights are bounded: 0.0001 < wc

j (r ) <

10000. The fmincon function of Matlab’s Optimiza-
tion Toolbox was used for the optimization. Through
the optimization, the distance dc

PPD(r ) becomes percep-
tually and psychophysically meaningful because the
weights are learned from the average human typical-
ity score. dc

PPD(r ) is abbreviated in the following PPD
for Perceptually Plausible Distance. The images of the
test set in each cross-validation round are ranked using
the distance with the weights optimized on the training
set. Subsequently, Spearman’s rank correlation relative
to the human ranking is computed. As before, the re-
ported correlation is the average correlation over all
cross-validation rounds.

The results of the experiments with the PPD and an-
notated image regions are displayed in Fig. 15 left.
Using classified image regions, the results are plot-
ted in Fig. 15 right. In addition, Table 10 shows the
best correlations for each category. In comparison with
Table 9, the correlation performances of all categories
but mountainsmake a large jump. Notably, the correla-
tion of plains increases by 0.4. Except for coasts, the
correlation between the machine and the human rank-
ing exceeds in all categories the inter-rater reliability
of the second psychophysical experiment (black line
with error bars), and all categories lie inside the
1σ -interval. Thus, the typicality judgements of the
participants in the psychophysical experiment have
been modeled by our system. The human-machine
correlations also follow the varying inter-individual
correlations between categories. That is, forest-scenes
are ranked more consistently by humans and also
by the machine than mountains-scenes that exhibit
a lower average correlation and higher variance.
The reason for this behavior is that the mountains-
category consists of more visually ambiguous
scenes.

Figure 16. Ranking without semantic modeling, direct features ex-
traction. Black line: Average human inter-rater correlation.

Table 11. Best correlation rs in each category
without semantic modeling.

Direct feature extraction

coasts 0.22
rivers/lakes 0.13
forests 0.23
plains 0.20
mountains 0.14

The weights were optimized on the training set us-
ing annotated image regions as input. Figure 15 right
shows the results when ranking images with classified
image regions using these weights. The correlations
based on classified image regions lie on average less
than 0.1 below the correlations based on annotated im-
age regions. Spearman’s rank correlation is close to
the 1σ -interval of the inter-individual correlation in
all categories. As before, the correlations follow the
variations of the inter-individual correlations between
categories. This results suggest that the system con-
sisting of full image analysis, typicality ranking, and
computational model is indeed perceptually plausible.

The averaged variance of Spearman’s rank corre-
lation over the cross-validation rounds is small with
0.0026 for the annotated images regions and 0.0076
for the classified image regions. The variances cor-
respond to 0.34% of the average rank correlation for
the annotated image regions and 1.2% of the average
rank correlation for the classified image regions. This
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Figure 17. Scatter plots of all categories: Machine ranking vs. human ranking. Prototype approach with SSD. Annotated image regions.

Figure 18. Scatter plots of all categories: Machine ranking vs. human ranking. Prototype approach with PPD. Annotated image regions.

suggests that the results are stable, that the training
sets represent the data well and that the method
generalizes.

7.3. Ranking without Semantic Modeling

In Section 4, it was already shown that the catego-
rization performance is better when employing the
semantic modeling instead of directly extracting low-
level features. Here, the questions remains whether
this is also true for the ranking performance. As be-
fore, we extractedthe low-level features mentioned in

Section 3 directly from the images, and based the rank-
ing, i.e. the computation of the category prototypes, on
those feature vectors. The ranking performance based
on these low-level features and using the SSD is dis-
played in Fig. 16 and in Table 11. The experiment
shows that the ranking obtained without semantic mod-
eling hardly correlates at all with the human ranking. In
fact, the results indicate quite clearly that the extraction
of the nine local semantic concepts and the image repre-
sentation based on concept-occurrence vectors model
the important semantic image details that are needed
for a meaningful typicality ranking.
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Figure 19. Human rankings: Top 10 ranked coasts-images.

Figure 20. Prototype apporach with PPD, annotated image regions: Top 10 ranked coasts-images.

Figure 21. Prototype apporach with PPD, classified image regions: Top 10 ranked coasts-images.
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Figure 22. Human rankings: Top 10 ranked rivers/lakes-images.

Figure 23. Prototype apporach with PPD, annotated image regions: Top 10 ranked rivers/lakes-images.

Figure 24. Prototype apporach with PPD, classified image regions: Top 10 ranked rivers/lakes-images.
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7.4. Discussion

The experiments of the previous sections clearly show
the superiority of the semantic modeling over direct
feature extraction and the superiority of the psychophy-
sically-plausible distance (PPD) over the sum-squared
distance (SSD). With annotated image regions as in-
put, the correlation performance of the PPD is up to
0.4 higher than with the SSD. Only for mountains,
the correlation decreases by 0.02. But it is worth-
while noting that in all cases the rank correlation is
clearly inside the 1σ -interval of the inter-individual
correlation.

The performance increase when using classified im-
age regions as input is of higher importance since it
suggests a high robustness of our approach. The corre-
lations achieved with the PPD are up to 0.25 (plains)
higher than with the SSD. The mountains-category
shows an especially interesting behavior. Based on an-
notated image regions the ranking performance is better
when using the SSD (SSD: 0.77, PPD: 0.74), but based
on classified image regions the PPD outperforms the
SSD (SSD: 0.46, PPD: 0.60).

Figures 17 and 18 show the correlation increase
from the SSD to the PPD visually. The figures dis-
play for each scene category the scatter plot of the ma-
chine ranking vs. the human ranking. The scatter plots
achieved with the PPD are clearly closer to a line than
those achieved with the SSD. The point clusters at low
and high ranks especially for coasts, rivers/lakes
and plains result from the bimodal typicality score
distribution in Experiment 2.

The final figures of this paper (Figures 19–24) visu-
alize the ranking performance of our system by plotting
the top 10 ranked images for different situations. For
two categories, that is coasts and rivers/lakes, ex-
emplary images are displayed in Figs. 19 to 24. The
top figure on each page shows the average ranking ob-
tained from the human participants, the second figure
the ranking obtained with the Prototype Approach and
the PPD when using annotated image regions as in-
put, and in the third figure when using classified image
regions as input. The third figure on each page thus
displays the ranking result obtained from a fully auto-
matic retrieval system. Below each image in the sec-
ond and third figure, its corresponding rank as well as
the human rank are printed. The images in the Fig. 19
and Fig. 22 show that even for humans the ranking of
the images is a non-trivial task. Some of the images
appear both in the Top 10 of the coasts- and in the

Top 10 of the rivers/lakes-category. Figures 20 and
23, respectively, illustrate three things: Firstly, many
of the images are the same as in the Top 10 human-
ranked images. Secondly, the ranking of the images
corresponds closely to the ranking in the first set of
images. And thirdly, the “new” images, that is images
that do not appear in Figs. 19 and 22, respectively, are
semantically hardly distinguishable. The observations
for Figs. 21 and 24, respectively, are very similar. In
these figures, images with automatically classified im-
age regions were ranked. We detect only one “real”
mistake in the ranking: rank 9 in Fig. 21.

8. Conclusion

In this paper, we presented a computational image rep-
resentation that reduces the semantic gap between the
image understanding of humans and the computer. This
semantic modeling of natural scenes is based on the
classification of local semantic concepts. Image regions
are classified into one of nine concept classes that sub-
sume the main semantic content of the database images.
Images are represented through the frequency of occur-
rence of the semantic concepts. The semantic modeling
constitutes a compact, semantic image representation
that allows us to describe specific image content and to
model the semantic content of natural scene categories.

The semantic modeling has been intensively stud-
ied for the categorization of natural scenes. Depend-
ing on the classification method and on the quality of
the concept classification, good to very good catego-
rization performance has been obtained. In particular,
we showed that the semantic modeling leads to con-
siderably better categorization performance compared
to directly employing low-level features. Nevertheless,
the analysis of the mis-categorized scenes reveals that
the regular semantic ambiguity of the database images
demands rather for a typicality ranking than for hard-
decision categorization. This is in accordance with the
goals of content-based image retrieval system where
images have to be ranked according to their similarity
to the query.

In the last part of this paper, it is shown visually
and quantitatively that the proposed semantic mod-
eling is also well-suited for the semantic ranking of
images. In particular, the typicality transitions between
two scene categories can be modeled. In addition, we
introduced a perceptually plausible distance measure
that allows us to rank natural scenes semantically. The
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typicality ranking obtained with this distance measure
correlates highly with human ranking of the same
images.
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