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Object Recognition --the 
robot vision way 



What is an Object for a Robot?

•  A visual landmark for 
helping localization, mapping 
and navigation

• An obstacle to be avoided

• Something to grasp/
manipulate



Objects as Visual Landmarks 



Object = Landmark



Objects as Visual Landmarks

•  Objects are used to enrich the map of the environment

• Objects are used to facilitate localization in an environment

• Objects can be referred to/constitute a goal when navigating in 
an environment

almost no need for 3D information....
we are back to appearance based!



Key differences

•  Static images versus image sequences

• Training time and memory not relevant versus real time and 
memory bounded relevant

• Robustness to changes in illumination, scale, viewpoint is 
crucial



Layers of Semantic Representations



Layers of Semantic Representations











lots of things to do.. you need to act fast!

• Approach 1: rely on real-time feature detection and 
matching (most of work on SLAM as opposed of 
recognition of objects, see for instance work by Andrew 
Davison www.doc.ic.ac.uk/~ajd/

• Approach II: rely on attentional mechanism/contextual 
information



• Approach 1I: rely on attentional mechanism/ contextual 
information

[Choi&Christensen, IROS 2009]



• Stage I: identify salient 
regions in the scene 
using multiple cues

• Stage II: identify objects 
inside the salient regions

• Two stage object recognition approach





• Object likelihood model: the key idea is that an object’s 
position follows predictable patterns

• Object positions collected from a public database, then 
smoothed with Gaussian filter, then projected on y-axis

• The likelihood for each object are the values presenting a 
uniform distribution, projected on the x-axis
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• Object templates: composed of local stumps (image patch 
on the left) and spatial masks (on the right). From top to 
bottom: bottle, can, mug and paper cup











Take home message

• appearance-based methods are useful for detecting 
landmark objects

• the system resources are the key factor (speed, 
memory)

• contextual information/attention mechanisms/real-
time visual recognition algorithms 



15 min break!



Manipulable Objects
and Affordances  

































Visuo-Motor Object 
Modeling and Recognition



Take home message

• What

•  A theoretical framework for multi-modal learning 
able to combine an active perceptual channel (motor 
data) with a passive one (visual data)



Take home message

• How

•  building a mapping function between the two 
channels via regression



Take home message

• Why

•  multi-modal object models, vision-based grasp priming for 
embodied agents, knowledge transfer across modalities, 
affordance-based object categorization, from form to 
function......



Motivations & Background

• We draw inspiration from the mirror neurons 
[Rizzolati96-04]

• they are clusters of neural cells which fire iif an agent 
grasps an object, or sees that object, or sees another agent 
grasping the same object

• We follow a path similar to that laid out in [Metta06, 
Castellini07] based on a PAM (Perception to Action Map)



Theoretical Framework 
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Theoretical Framework



Vision Unit



Learning the mapping 
The goal is not to memorize but to generalize, i.e. to predict

Given a set of training data

find a function

such that f is a good predictor on new data as well as on 
the given dataset



Learning the Mapping: Kernel Methods (fancy stuff)
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Learning the Mapping: Kernel Methods (fancy stuff)

•  Proof-of concept result: assuming a 1-1 mapping 
between object and grasp posture, the 22-valued motor 
descriptors can be estimated accurately from the visual 
feature of the corresponding object

N. Noceti, B. Caputo, C. Castellini, L. Baldassarre, A. Barla, L. Rosasco, F. 
Odone, G. Sandini. Towards a theoretical framework for learning multimodal 

patterns for embodied agents. Proc ICIAP 2009

• Extension to many-to-many: ......mmmmmmm......



Learning the Mapping:  ANN (not so fancy stuff)

•  200 inputs (dim of visual features), 22 output (dim of 
grasp posture descriptor

• 1 hidden layer (20 neurons, log-sigmoid transfer 
function, gradient backpropagation)

• instead of modeling a many-to-many correspondence, 
we define an archetypal grasp for each object, i.e. a 
mixture of the possible grasps

• amazingly it works!



The CONTACT Visuo-Motor 
Grasping DataBase



•  Immersion CyberGlove with 22-sensors 
(hand posture), ascension Flock-Of-Birds 
magnetic tracker on the wrist (position 
and speed) and a force sensing resistor 
glued to the thumb (instant of contact)

The CONTACT  VMG DataBase



• 20 human subjects, 7 objects, 
5 grasp types

• each subject asked to repeat 
the same grasp type 20 times

• data recorded with two 
cameras (visual data) and 
CyberGlove, for a total of 
5200 grasping acts 

The CONTACT  VMG DataBase



The CONTACT  VMG DataBase



App I: Multi-Modal Object Recognition

•  Goal: to augment visual information about an object with 
motor information about it, i.e. the way the object can be 
grasped by a human being



App I: Multi-Modal Object Recognition

•  We build an object recognition system on a set of visual 
and motor features

• Whenever the motor features are not perceived by the 
system (i.e. the agent is not grasping/manipulating the 
object in the field of view) we infer them from the visual 
input

• Motor features are derived from perceived visual features 
through the mapping function learned during training



App I: Multi-Modal Object Recognition
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App I: Multi-Modal Object Recognition
• Visuo-motor classifier: low-level, mid-level or high-level?

T. Tommasi, F. Orabona, B. Caputo. Discriminative cue integration for medical 
image annotation. Pattern Recognition Letters, 2008



App I: Multi-Modal Object Recognition
Results with real motor data



App I: Multi-Modal Object Recognition
Results with reconstructed motor data



App I: Multi-Modal Object Recognition

• Needs to be improved: visual features, mapping 
function, motor representation

• Needs to be added: dynamic of the grasp, reaction 
of the object, task, longer/more complex 
actions, not only manipulable objects, .....(fill the 
dots as you wish) 

• Categorization and scaling: not for google vision, but for 
robot vision perhaps....

It Works!



15 min break!



Attention
























































